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Federated Learning and its’ security aspects

Overview
Federated Learning promises advances over centralized learning:
▶ Data remains at user

▷ Alleviating many risks and obstacles related to data privacy
▶ Computing resources at the data holders can be utilized, thus

distributing the computation

Federated Learning
In contrast to centralizedmachine learningwhere data is sent to an central
server, no data is shared in the Federated Learning paradigm. In Federated
Learning local models are trained with the data of the participants and
those create the new model.
Parallel Federated Learning:
1. The aggregation server shared the global model with the clients
2. The clients train models based on their local data (1)
3. The local models are sent to the aggregation server (2) and

aggregated into a new global model (e.g. by averaging the models‘
parameters) (3)

4. The new global model is shared with the clients (4)

Sequential Federated Learning :
1. A client trains its model locally
2. Client sends model to the next client for further training
3. Step 1 and 2 are repeated until the last client is reached
This does not require a central aggregation process.

Benefits
Benefits of federated learning include:
▶ Data security: Keeps ownership of data −→ increased incentive to

participate in collaborative learning −→More data and more data
diversity

▶ Hardware efficiency: Uses computational power at edge

Challenges
The three main challenges that Federated Learning currently faces are:
▶ Privacy risks: Distributed system −→ more and new attack surfaces

and vectors like poisoning attacks
▶ Privacy risks: privacy attacks like membership inference attack are

weaker but not completely eliminated

Membership inference attack Attacks

If an adversary wants to determine if a data recordwas part of the training
set of the target model, the attacker can use the membership inference
attack. In order to be able to infer that knowledge the attacker needs to
build an attack model which can be created from shadow models. These
shadow models have the same structure as the target model, however,
the adversary has to build his own shadow training and test data as he
does not possess knowledge about the actual data.

Poisoning Attacks
Backdoor attacks are an attack targeting the model‘s integrity during the
training phase. According to this strategy, an adversary poisons the train-
ing data by adding samples containing a certain pattern (the so-called
”backdoor”). The goal is to trigger malicious behavior on data contain-
ing this pattern during the deployment phase.
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Conclusions
▶ Federated Learning improves privacy and security
▶ There are still challenges like poisoning and membership inference

attacks
▶ Defenses against these attacks for centralized learning settings have

to be modified for FL
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