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1. Internet of Things (loT)
Basics & (Security-) Challenges
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Early Vision

~When wireless is perfectly applied the whole earth will be
converted into a huge brain, which in fact it is, all things
being particles of a real and rhythmic whole.

W e shall be able to communicate with one another
Instantly, irrespective of distance. Not only this, but through
television and telephony we shall see and hear one another

as perfectly as though we were face to face, despite

Intervening distances of thousands of miles; and the
instruments through which we shall be able to do his will be

amazingly simple compared with our present telephone. A
man will be able to carry one in his vest pocket.”
(Nikola Tesla 1926)
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First Official ”loT Definition”

» If we had computers that knew everything there
was to know - using data they collected without our
help - we could record and count everything,
significantly reducing waste, losses and costs. We
would know when things need to be replaced,
repaired or recalled and whether or not they have
been updated.”

(Kevin Ashton, 2009)

http://www.itrco.jp/libraries/RFIDjournal-That%20Internet%2001%20 Things%20Thing.pdf
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Status-Quo loT (1)

IETF [LPKCI10]: "The basic idea is that IoT will connect objects around us (elec-
tronic, electrical, non electrical) to provide seamless communication and contextual
services provided by them. Development of RFID tags, sensors, actuators, mobile
phones make it possible to materialize IoT which interact and co-operate each other
to make the service better and accessible anytime, from anywhere."

ITU Y.4000 [ITU19]: "Internet of things (IoT): A global infrastructure for the
information society, enabling advanced services by interconnecting (physical and vir-

tual) things based on existing and evolving interoperable information and communi-
cation technologies."
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Status-Quo loT (2)

EU-Parliament Briefing [Dav19|: "The Internet of Things (IoT) has been defined
in a number of different ways. Generally speaking, it refers to a global, distributed
network (or networks) of physical objects that are capable of sensing or acting on their
environment, and able to communicate with each other, other machines or comput-
ers. Such ’smart’ objects come in a wide range of sizes and capacities, including
simple objects with embedded sensors, household appliances, industrial robots, cars,
trains, and wearable objects such as watches, bracelets or shirts. Their value lies in
the vast quantities of data they can capture and their capacity for communication,
supporting real - time control or data analysis that reveals new insights and prompts
new actions. As in the case of many emerging technologies, different experts may
use different terms to refer to similar or overlapping concepts. Machine to machine
(M2M) processing emphasizes the sharing of data and processing that takes place be-
tween these devices. On the other hand, the Internet of Everything explicitly includes
people as participants in this global network. Ubiquitous computing emphasizes the
fact that network and computing resources are available almost everywhere, whereas
pervasive computing highlights the fact that processors are embedded in everyday ob-
jects all around us."
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Status-Quo loT (3)

Cisco IBSG [Evall]: "[oT is simply the point in time when more "things
or objects" were connected to the Internet than people. In 2003, there were
approximately 6.3 billion people living on the planet and 500 million devices
connected to the Internet. By dividing the number of connected devices by the
world population, we find that there was less than one (0.08) device for every
person. Based on Cisco IBSG’s definition, IoT didn’t yet exist in 2003 be-
cause the number of connected things was relatively small given that ubiquitous
devices such as smartphones were just being introduced. |[...] Refining these

numbers further, Cisco IBSG estimates IoT was "born" sometime between 2008
and 2009."

SAP [HKCO8]: "A world where physical objects are seamlessly integrated into
the information network, and where the physical objects can become active par-
ticipants in business processes. Services are available to interact with these
"smart objects” over the Internet, query their state and any information asso-
ciated with them, taking into account security and privacy issues."

Technology Strategy Board: "The Internet of Things (IoT) describes the
revolution already under way that is seeing a growing number of Internet enabled
devices that can network and communicate with each other and with other web-
enabled gadgets. IoT refers to a state where Things (e.g. objects, environments,
vehicles and clothing) will have more and more information associated with
them and may have the ability to sense, communicate, network and produce
new information, becoming an integral part of the Internet."
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Summary: loT Definition

loT refers to physical devices
that are powered and can transmit data over networks,
but usually do not require interaction between humans & computers.

I Se C?@Sys © Corinna Schmitt



What 1s involved?

3. Classes of Constrained Devices

Despite the overwhelming variety of Internet-connected devices that
can be envisioned, it may be worthwhile to have some succinct
terminology for different classes of constrained devices. 1In this
document, the class designations in Table 1 may be used as rough
indications of device capabilities:

i Name i data size (e.g., RAM) i code size (e.g., Flash) i
| Class 8, CO | << 10 KiB | << 100 KiB |
I Class 1, C1 I ~ 10 KiB I ~ 100 KiB I
I Class 2, C2 I ~ 50 KiB I ~ 250 KiB I

Table 1: Classes of Constrained Devices (KiB = 1024 bytes)

As of the writing of this document, these characteristics correspond
to distinguishable clusters of commercially available chips and
design cores for constrained devices. While it is expected that the

Bormann, et al. Informational [Page 8]

RFC 7228 CNN Terminology May 2014

Bormann, et al.

Expires 31 December 2022

[Page 9]

Internet-Draft CNN Terminology June 2022
| Group | Name | data size (e.g., | code size | Examples |
| | | RAM) | (e.g., Flash) | |
+ p=========+= ==+== t =+
| M | Class | << 10 KiB | << 100 KiB | ATtiny |
| | @, co | | | I
| M | Class | ~ 10 KiB | ~ 100 KiB | STM32F1@3CB |
| 1, (1 | I | I
| M | Class | ~ 50 KiB | ~ 250 KiB | STM32F1@3RC |
I |2, 2 | I |
| M | Class | ~ 100 KiB | ~ 500..1000 | STM32F1@3RG |
| |3, G3 | | KiB | I
| M | Class | ~ 300..1000 KiB | ~ 1000..2000 | "Luxury" |
| | 4, C4 | | KiB | I
| 3 | Class | (16..)32..64..128 | 4..8..16 MiB | OpenWRT |
| | 10, | MiB | | routers |
I | Cie I I | I
| 3 | Class | 9.5..1 GiB | (lots) | Raspberry |
I | 15, I I | PI I
I | C15 I I | I
| J | Class | 1..4 GiB | (lots) | Smartphones |
I | 16, I I | I
I | C16 I I | I
| 3 | Class | 4..32 GiB | (lots) | Laptops |
| | 17, I I | I
I | C17 I I | I
| 3 | Class | (lots) | (lots) | Servers |
| | 19, I I | I
I | C19 I I | I

Table 1: Classes of Constrained Devices (KiB = 1024 bytes)

https://www.ietf.org/archive/id/draft-ietf-lwig-7228bis-00.txt

B SeCeSys
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loT Architectur
& Layer Attacks

Khraisat, A.; Gondal, I.; Vamplew, P.; Kamruzzaman, J.; Alazab, A.
A Nowvel Ensemble of Hybrid Intrusion Detection System for Detecting
Internet of Things Attacks. Electronics 2019, 8, 1210.
https://doi.org/10.3390/electronics8111210
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Example: Intelligent Locking System

Mobile App
APl (HTTPS)

Bluetooth Low Energy (BLE) *)
)

Cloud Server

Smart Lock

B SeCeSys
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Problem

« A simple attack to bypass a lockout is an example of the types of vulnerabilities you will
encounter when hacking loT systems.

« Use of small, low-power and low-cost embedded devices
- System insecurity

« Securing the communication channels
— Instead of resource-intensive public key cryptography (PKI)
— mostly symmetric keys used
» Very often not unique
« Hard-coded in the firmware or hardware
—> Attacker can extract them and then reuse them in other devices

I Se C?@Sys © Corinna Schmitt
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Frameworks, Standards, and Recommendations

 Solution: Implementation of standards
- Addressing various aspects of the security and trust problem in the IoT system

» Goal: Consolidation of accepted "best practice" approaches OWASE
$ Bt GDPR
— Many standards exist in parallel > Fragmented landscape
1ISO27001

— Disagreement
- No consensus on the best way to secure IoT devices

IETF

NIST Cyber Security

ENISA Cyber
1ISO Security/Resillience Act

D)
H Se C@S)/S © Corinna Schmitt e

Strategy BSI IT-
Grundschutz
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2. 1s our system really secure?
- Threat Modelling -

I Se C?@Sys © Corinna Schmitt
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28.04.2017-Fachbeitrag -Medizinprodukte

Vorsicht vor «Medjacking»

| Hacker konnten bereits Insulinpumpen, Defibrillatoren und Infusionspumpen umprogrammieren. Die FDA fordert von einem

3 in 4 infusion pumps
Medizinprodukte-Hersteller nun rasch Massnahmen. |

v u I n e ra b I e to Immer mehr Medizinprodukte sind mit dem Internet, Smartphones oder mit Netzwerken verbunden. Im Januar hatte die US-
Arzneimittelbehorde FDA vor méglichem Hacking implantierter Defibrillatoren der Firma St. Jude Medical gewarnt. Dabei

ging es um das «Merlin[@dhome» System, das liber einen Transmitter in der Nahe des Patienten sowohl Daten bermittelt, als

cyberattacks. st d auch Uploads empfangt. Nun moniert die FDA, dass die Software, die das Problem beheben sollte, ungeniigend getestet

By Conor Hale * Mar 4,2022 09:10am

DIVE BRIEF

- 75% of infusion pumps have
Angriff aus der Dunkelheit cyber flaws, putting them at
Cyberangriff auf ein Krankenhaus: IT-Systeme werden heruntergefahren, Erpressung durch kriminelle risk from h ackers: Stu dy

Hacker. Intensivpatienten sterben durch ferngesteuerte Medikamentenpumpen und Beatmungsgerite.
Das FBI ermittelt. Wenn das in der US-Serie «CSI:CYBER» auf RTL lduft, kbnnen wir uns bequem im
Sessel zuriicklehnen ... Published March 3, 2022

PIPETTE - SWISS LABORATORY MEDICINE | WWW.SULM.CH NR. 4 | AUGUST 2018 NEWS

March 25, 2019, 6:21 AM CET

By Alex Johnson

CYBERSECURITY NEWS

The world's largest medical device company has acknowledged that
many of its implanted cardiac defibrillators use an unencrypted

N . [ ] oge [ ]
e N denn L mackerto chanee heserines Infusion Pum p Vulnerabilities
The vulnerability affects more than 20 defibrillator models, Po i nt to G a ps i n M e d i c a I

monitors and programmer units made by Medtronic Inc. of Fridley,

Minnesota. The devices include implantable cardioverter 4 °
defibrillators, or ICDs, which can correct dangerously fast or D eVI ce S e c u r I ty
irregular heartbeat, and cardiac resynchronization therapy

defibrillators, or CRT-Ds, which essentially are pacemakers that M CAfe e reseq rCh ers d iscove r-ed Sign iﬂ Q nt ga pS i n

deliver small electrical charges to help keep the heart's ventricles

pumping in sync. medical device security that may allow hackers to

oY C ) administer deadly doses of medications through an
S e C@S ys infusion pump.



Definition

* The threat modeling process
— systematically identifies possible attacks on a device and

— then prioritizes specific problems based on their severity.

« Threat modeling can be time-consuming - is sometimes overlooked.

* But it is essential!
— You need to understand the threats, their impact and the corresponding mitigation measures,

— To be able to take them and
— To eliminate them.

I Se Céﬁsys © Corinna Schmitt
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Different Methods With Different Goals (1)
Method |

STRIDE » Helps to identify relevant risk mitigation techniques
* Is the most mature
* Is easy to use but time consuming

P.AS. TA. » Helps to identify relevant risk mitigation techniques
« Contributes directly to risk management
* Promotes collaboration between stakeholders
» Contains built-in prioritization of risk mitigation
» Takes a lot of time, but has extensive documentation

Trike » Helps to identify relevant risk mitigation techniques
» Contributes directly to risk management
* Includes integrated prioritization of threat mitigation
* Promotes collaboration between stakeholders
* Has automated components
* Has vague, inadequate documentation

R; " ) ' https://insights.sei.cmu.edu/blog/threat-modeling-12-available-methods/ 18
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Different Methods With Different Goals (2)
Method |

OCTAVE » Helps to identify relevant risk mitigation techniques
« Contributes directly to risk management
* Includes integrated prioritization of threat mitigation
* Promotes collaboration between stakeholders
» Delivers consistent results when repeated
» Has automated components
» Is explicitly designed for scalability
» Has little publicly available documentation

Attack trees » Helps to identify relevant risk mitigation techniques
» Provides consistent results when repeated
* |s easy to use if you already know the system well

Rw ! ) ' https://insights.sei.cmu.edu/blog/threat-modeling-12-available -methods/ 19
eC@Sys



3. Let's Inspects - STRIDE

I Se C?@Sys © Corinna Schmitt
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STRIDE Framework (1)

» Threat classification model
— Goal: Identification of vulnerabilities in the technology
— But does not focus on vulnerable points/things or potential attackers

@®® Spoofing: When an actor pretends to play the role of a system component
=8 Tampering (Manipulation): If an actor violates the integrity of data or a system
@ Repudiation: If users can deny that they have performed certain actions on the system

= Information Disclosure: If an actor violates the confidentiality of the system's data.
@ Denial of Service (DoS): If an actor disrupts the availability of a system component or the system

as a whole
o Elevation of Privilege: If users or system components can elevate themselves to an authorization
- level to which they should not have access.

D)
I Se C@S)/S © Corinna Schmitt ot



STRIDE Framework (2)

ﬁ%

|dentification

architecture

- J

of the  [HEEED;

\_

ﬁ% 4

Separation
Into
components

—

J \_

O

Identify of threats
per component

J

I Se C))?@Sys © Corinna Schmitt
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3.1. Our example: Infusion pump in a hospital

I Se C?@Sys © Corinna Schmitt
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Our example: Infusion ump in a hospital

« Assumptions:
— The pump is connected to a control server in the hospital via WiFi.
— The network is insecure and has no segmentation

- Visitors to the hospital could connect to the WiFi and passively monitor the pump's data traffic.

D)
I Se C@S)/S © Corinna Schmitt o



STRIDE - Step 1
ldentification ot the architecture

I Se C?@Sys © Corinna Schmitt
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What do we have ...

Infusion Control
Pump Server

« Server is operated by nursing staff
* |n some cases, authorized IT administrators can also access it

I Se C?@Sys © Corinna Schmitt
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... in total?

Infusion
Pump

» Updates necessary
— Software
— Medication/Drug library
— Patent file (EHR)

Control
Server

EHR

(electronic health record)

Update
Server

I Se C?@Sys © Corinna Schmitt
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STRIDE — Step 2
Separation into components

I Se C?@Sys © Corinna Schmitt
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Zoom-In

Infusion pump

Restrict. User Interface o
Medication/Drug
library

Infusion pump (itself) EHR ]
Operating System Operating System Update Server ]

Firmware of the device Firmware of the device
components components
Phys. System Phys. System

Control server 29




Confidence limits (1)

Nursing staff if‘l‘ 7

I Onsite Components

Pump I Server '

! : L,[ EHR ]
: > Infusion «—> Control <4 |
i |

Patient Update

Server

» Confidence limits (- - - ) surround groups with the same security attributes
- Indicate data flow entry points that may be suspicious for threats

& SeCeSys .




Confidence limits (2)

Nursing staff if‘l‘ 7

o = = = —
| Offsite Components

I Onsite Components

|
|
|
| | | = |'l EHR ]
: > Infusion — Control <41, |
I |

Pump I Server '
o o e e e ] '_ _________ _' I | Update
I , Server

Patient

(O

Where can we already recognize the first threat?

B SeCeSys .



Confidence limits (3)

Nursing staff @

I Onsite Components

Server

I
|
|
|l rm—————_—_-—_—_——— === Ve - - 1 ] I
11 I l I L,[ EHR ]
1 | > Infusion % Control < I
1 | Pump I Server
Patient : !_ ___________ y Update
I

 Patient data from the pump can reach the third-party update server via the control server.

& SeCoSys =




STRIDE - Step 3
ldentify of threats per component

B SeCeSys
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What Is the plan?

 Apply the STRIDE framework to the components e® =B @ =] @ §
- Comprehensive list of threats

« Examine the general safety requirements of the product
— Specific requirement of the manufacturer
— Device documentation

« Example of medication infusion pumps
— As medical devices, must guarantee patient safety and data protection
— Certifications should be available - "Conformité Européenne” (CE) test mark

I Se C?@Sys © Corinna Schmitt
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Restrictive User Interface (1)

 Restrictive user interface (RUI) is the "kiosk app"
— Interacts with control server service
— Severely restricts the actions a user can perform.
* It's like an ATM app; you can interact with the software, but only in a handful of ways.

« RUI also has its own specific limitations

— User should not be able to exit the app.
— User must authenticate with valid credentials to access it.

I Se C?@Sys © Corinna Schmitt
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Restrictive User Interface (2)

@@ Spoofing
— RUI authenticates users with a weak (e.g. 4-digit) PIN

— Easily predictable by attacker - Access to authorized accounts possible

9A Attacker could send commands to the infusion pump

=B Tampering
— RUI can receive other than the limited set of allowed inputs
— Even if most keyboard keys have been disabled, the system can still allow key combinations
— e.g. shortcuts, hotkey, accessibility functions - ALT+F4 - Closes window)

9A Users can bypass RUI and exit the application

I Se C?@Sys © Corinna Schmitt
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Restrictive User Interface (3)

@ Repudiation

— RUI only supports a single user account for medical staff
9A Log files useless as it is not possible to determine who exactly used the device.

- A Any team member can access the control server & operate the infusion pump

=_| Information Disclosure

— User displayed debugging messages/errors can reveal patient information or system internals
9A Attackers can decrypt message
- System technology information collection

- Vulnerability exploitation

I Se C?@Sys © Corinna Schmitt
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Restrictives User Interface (4)

@ Denial of Service

— RUI is vulnerable to this because it has a brute force protection mechanism
* N consecutive incorrect login attempts - Locked out of the system
%A Lockout may lead to breach of patient safety requirement

—> Protection against threats vs. causing threats

§ Elevation of Privilege

— Medical systems usually have remote support solutions - Immediate access for technicians

9A Services vulnerable to hacking and possible misuse by attackers
- Remote administrative access to the RUI or control server service.

9A Authentication required, but login information may be publicly accessible & the same for all products

D)
I Se C@S)/S © Corinna Schmitt o




1. Splitup into the groups accordingto the
number you have!

2. Apply STRIDE for the assigned
component!

—You receive a brief description.

—You have to make perhaps further
assumptions.

3. Presentthe inspection result to the
audience!

I Se C?@Sys © Corinna Schmitt
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What are your results

%
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Group 1 - Control server services

 Application for operating the control server

« Responsible for communication with
— RUI,
— Medication library,
— infusion pump
— EHR (to receive information about the patients) and < HTTPS
— Update server (to receive software and medication library updates) < TCP

« Additional safety requirements
— ldentification and verification of the infusion pump - Avoidance of skimming attacks
— Data should be protected during transmission - Prevention of eavesdropping and replay attacks
— Prevention of compromising the security controls of the hosting platform

I Se C?@Sys © Corinna Schmitt
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WOrkShOp RGSUHS GFOUp 1 (no pic available)

@@ Spoofing
— Possible because the control server does not have a solid method of identifying the infusion pump
9A Analysis of the communication protocol enables imitation of the pump and communication with the

control server - Threat

= Tampering
— Pogssible because control server does not have a solid method for data integrity verification
- Man-in-the-middle (MITM) attacks possible - Changes to transmitted data/measured values
9A Direct impact on patient health and safety

@ Repudiation
— Control server uses globally writable logs to monitor its actions
9A Overwriting of system users possible = Manipulation possible

D)
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WOrkShOp RGSUHS GFOUp 1 (no pic available)

=_] Information Disclosure
— Unnecessarily sending sensitive patient information to update server or infusion pump
9A Misuse of data

@ Denial of Service
— Attackers in the vicinity can interfere with the signal
9A Deactivation of communication with the infusion pump - System unusable

§ Elevation of Privilege
— Disclosure of API services
9A Unauthenticated attackers could perform "top-secret” functions (e.g. dosage changes)

I Se C?@Sys © Corinna Schmitt
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Group 2 - Medication/Drug library

« Main database of the system
« Contains all information about the medication
« Can also control the user management system

8}
o
m

' SeCeSys .o
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Workshop Results Group 2

, Se C?@Sys © Corinna Schmitt




Group 3 — Operating System

* Receives input from the control server service

* Integrity check mechanisms and basic configurations should exist
— Enable update procedures, enable network firewalls and detect malicious code

I Se C?@Sys © Corinna Schmitt
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Workshop Results Group 3

47
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Group 4 - Firmware of the device components

 Provides certain low-level operations

» Stored in non-volatile memory or loaded into the component by drivers during initialization
» Signing of the firmware by the manufacturer desirable

 Device should verify signature

« Examples: CD/DVD drive, controller, display, keyboard, mouse, motherboard, network card,
sound card, video card

I Se C?@Sys © Corinna Schmitt
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WOrkShOp RESU“ZS GFOUp 4(no pic available)

@@ Spoofing
- Logical errors in firmware
9A Attacker can downgrade firmware to older versions with known vulnerabilities
- A Installation of custom firmware possible

=B Tampering
— Installation of manipulated firmware (malware) _
- Advanced Persistent (APT) attacks possible loT devices often do not
>/A\ Trojan horse check the integrity of the
> /#\ Manipulation of configuration variables digital signature and

firmware!

D)
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WOrkShOp RGSUHS GFOUp 4(no pic available)

x~_| Information Disclosure
- Communication channel with the server of a third-party provider (analysis purposes, update status)
9A Disclosure of patient data
- ADiscIosure of unnecessary security-relevant API functions

@ Denial of Service

— Over-the-air updates (OTA) for the distribution of firmware
eﬁ Attacker can block update - insecure/unstable state
- Direct interaction with communication interface possible

§ Elevation of Privilege
— Drivers may have known vulnerabilities
— Delivery with embedded default passwords
9/%\ Abuse of undocumented, exposed management interfaces

I Se C?@Sys © Corinna Schmitt



Group 5 - Phys. Equipment (System)
 This also includes the housing, which contains the control server processor and the RUI screen

 Further security requirements
— Control server in separate room
— Access only for authorized employees
— Components should support hardware attestation & have secure boot process
— Device should have active memory protection

— Ability to perform secure, hardware-assisted key management, storage and generation as well as secure
cryptographic operations

— Critical components should be sealed with e.g. epoxy resin - Circuit analysis difficult

If attackers have physical access, they usually also have

administrative access!

D)
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Workshop Results Group 5 (1)

« Assumptions:
— 1 device, including pc, screen, and keyboard
— Room is locked with key lock

» Spoofing:
— If room keycard protected: Clone Keycard
— Social engineer way to key from reception desk
— Copy key?
— Tallgate into room
— Spoof Remote Access (IT Admin)

— Malicious Keyboard/KeyLogger/Remote
Keyboard

— Spoof control server, pump, external
dependencies (EHR, Update server)

« Tampering:
— Physical damage to server (magnet over
drive)
— Replace drivers/lock
— Fill up drive with logs
— Cut power (curcuit breakers)

— Epox can be bypassed using documentation

— Bad USB

* Repudiation
— Single key to room

I § e E@g yS © Corinna Schmitt

52



Workshop Results Group 5 (2)

* Information Disclosure:  Elevation of Privileges:
— Camera in room — Alt+F4
— Keylogger — Get console access
— Steal drive — MITM/Compromise Remote Access for IT
— Screen mirror cast device Admin
— Bad USB — Bad USB

« Denial of Service:
— Cut power (curcuit breakers)
— Glue lock closed
— Steal only key
— Disable router
—WiFi Jamming/Disconnect attack

I Se C?@Sys © Corinna Schmitt
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Group 6 — Infusion pump resp. its service

* Nothing other than software that operates physical units

« Components:
— Communication protocol
— Microcontroller

« Additional security requirements
— Detecting the integrity of the control server service
— Checking the integrity of the control server service
— Communication protocol should be secure - Prevention of replay attacks

I Se C?@Sys © Corinna Schmitt
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orkshop Results Group 6
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What do you think about STRIDE

7

B SeCeSys
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Conclusions

« STRIDE
— Is helpful for the overview
— Should be carried out with different "glasses on the nose"
— E.g. technician, business economist, sales
— Can also be used for the organization to me
— Should be applied several times over time
— If necessary, break down the globally viewed component even further - "Zoom-In"

« STRIDE can also be combined with other thread models
— Changing perspectives and
— Prioritization!

I Se C?@Sys © Corinna Schmitt
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